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Abstract—Assessment of open-ended assignments such as
programming projects is a complex and time-consuming task.
When students learn to program, however, they benefit from
receiving timely feedback, which requires an assessment of
their current work. Our goal is to build a tool that assists in
this process by partially automating the assessment of open-
ended programming assignments. In this paper we discuss the
requirements for this tool, based on interviews with teachers and
other relevant stakeholders.

Index Terms—automated assessment, programming education,
open-ended assignments, learning-by-doing

I. INTRODUCTION

Learning to program requires feedback, especially formative
actionable feedback when it comes to complex issues like style
and structure [1]. Formative practices are known to motivate
students and strengthen their embrace of the material. However,
providing students with feedback can be difficult and time-
consuming, especially when teaching large groups. Many tools
are available that use unit testing to provide automated feedback
on small, closed exercises [2]-[4]. Students will, however,
need more open-ended assignments to practice their program
design skills [5] when they go beyond the basics of syntax and
simple algorithms. Since students need the freedom to make
design choices in their projects, every submitted project will
be different. In such cases unit tests or comparison with model
solutions are no longer a feasible way to automate assessment
[6].

Our goal is to develop a tool that supports the assessment
process of large open-ended programming assignments. We
focus on two programming projects from our university as
a case study. In one project, the students are tasked with
implementing a multiplayer board game with a client/server
architecture. Beyond what was covered in class and the rules
of the game, students receive no further guidance or boilerplate
code to start from. In the other project, students are even free to
choose what they build for the project, as long as they include
topics covered in the course. We aim, however, for our tool
to be useful in any environment where open assignments are
used to teach software design.

Our research question for the project is: How can a tool
support the assessment of open-ended programming assign-
ments? In this paper, we aim to find out what our stakeholders
want such a tool to do: What requirements do stakeholders
have for a tool that supports the assessment of open-ended
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programming assignments? To answer this question, we have
conducted interviews with our stakeholders, as described in
sec. III. The results from these interviews in the form of a
list of requirements is described in sec. IV. In sec. V we
discuss these results and give some indication of the feasibility
of implementing these requirements based on a design and
prototype we built. Sec. II introduces some background on
assessment, open-ended assignments and automated assessment
tools.

II. BACKGROUND
A. Formative and summative assessment

First we need to distinguish between two types of assessment:
Sformative assessment and summative assessment. Formative
assessment has the goal of providing feedback to a student
so that they can improve their work, learn and resubmit it
[1], whereas summative assessment merely summarises the
student’s performance, usually expressing it as a grade [7].
Both types of assessment start with an evaluation of the current
performance, but for formative feedback the main goal is to
provide feedback during the learning, when it is not yet too
late to communicate the gap between the current level and
reaching the learning goal, and aid in forming strategies to
close it [7].

B. Intended learning outcomes

The goal we want students to achieve is commonly referred
to as the intended learning outcome (ILO). Each ILO is a
statement of what a student is expected to have learned at the
end of a lecture, a course or study unit or even at the end of a
full programme. These statements focus on student behaviour:
they describe an action the student should be able to take
after finishing the particular unit of study, like “At the end of
this lecture, students can ...” or “After following this course,
you will be able to ...” In English, the next parts of these
statements will naturally be a verb and some object. The verb
is used to describe the action a student should be able to take,
and the object describes the relevant course topic. The object
and verb cover two aspects of learning: the content that should
be learned, as well as the level of understanding that is desired.
The latter is often categorised through a taxonomy like Bloom’s
taxonomy [8] or the SOLO taxonomy [9], which link certain
verbs with a corresponding level of cognitive processing.



Including a verb in an ILO not only indicates the level of
understanding students are expected to acquire of that content,
but also helps to design learning activities and assessment tasks
that actually teach students how to perform that activity. If our
intention is for students to learn how to design and develop
software of average size (10-20 classes), then students should
actually spend time designing and developing software during
the course. If the only learning activities are, for instance,
lectures on the principles of object-oriented programming, it
would not be surprising if students do not meet the intended
outcome of being able to develop software by themselves.
Similarly, a written exam is not well-suited to assess this
ability, so a task should be chosen where students can actually
demonstrate their ability to develop software. This principle is
called constructive alignment: learning activities, assessment
tasks, and ILOs — all three should be aligned within each
course [10].

C. Open-ended assignments

Following the principles of constructive alignment, a stu-
dent’s performance in program design is best assessed in a
larger task where they actually have to make design choices.
A constructivist view of education also argues that these open-
ended assignments are necessary for learning. An open question
or problem is the starting point for learning in forms of learning
with a base in this tradition, like the driving question in project-
based learning [11], [12] or wicked problems in challenge-based
learning [13], [14].

Open-ended projects are different from typical assignments
assessed by automated tools, because there exists no single
definite solution to which submissions can be compared. Open
problems that do not have a definite solution are sometimes
called ill-defined — the indefinite endpoint is one of three
criteria given by Simon [15] for calling a problem ill-defined.
Ill-definedness is not a binary classification, however, but a
continuum, ranging from well-defined to ill-defined [16]. Later
work describes the space of ill-definedness along two axes: the
number of alternative solution strategies and implementation
variability within a strategy, and the objective solution verifi-
ability [17]. We have recently extended the verifiability axis
and used the model to analyse two programming projects [6].
Rather than trying to classify a project as well- or ill-defined
as a whole, we considered the assessment criteria individually.
We found that even though students can get a lot of freedom to
make decisions in an open-ended assignment, many criteria are
on the well-defined side of the spectrum, making automated
assessment of these criteria feasible.

D. Automated assessment tools

Automated assessment tools for programming assignments
have existed for a long time and use a variety of dynamic and
static techniques, but most are designed for small, well-defined
exercises that can be evaluated with input/output tests or by
comparing to model solutions provided by teachers [2], [3],
[18], [19]. Configuring these tools to support new exercises is

often difficult or even impossible [20] and many are known
disincentivize creative or innovative solutions [21].

More recently, tools have started using data-driven techniques
[22]-[24], which seems a more promising approach for open-
ended assignments. By analysing patterns in historical student
submissions, these tools can learn to recognize valid solutions
without requiring teachers to enumerate all possibilities. By
leveraging the natural variation present in student submissions,
such tools can cover variation in approaches without extra
configuration, as would be required for most other techniques.
The only exception is automated testing, which does not care
about implementation variation at all, but that approach is
limited to only objectively assessable assignments with strictly
defined interfaces.

There are several approaches to using student data: clustering
techniques, for example, identify groups of similar solutions
[25]-[29], allowing teachers to efficiently provide feedback
at the cluster level. While this is helpful in scaling manual
feedback, it does not support teachers in the actual assessment
of how a student’s work meets the criteria. Other tools extract
common code patterns across submissions to highlight patterns
that might prove of interest [30], [31] or use these patterns
as features to train machine learning models to identify
positive and negative examples [32], [33]. Extracting these
patterns requires careful configuration for each dataset to get
the best results [31], however, which makes it difficult to
reuse across assignments and especially tricky for larger open-
ended assignments. Some data-driven tools interactively involve
teachers in the learning phase, for example to mark which
patterns indicate correct and incorrect solutions [34], to guide
the system in finding equivalent approaches [35] or to define
rules based on model solutions [36], [37], but they are still
designed for assignments where students’ solutions mostly
vary by implementation rather than design, as is the case in
open-ended assignments.

Existing tools that work on assignments that are not
objectively verifiable, typically depend on heuristic techniques
that only consider some aspects, rather than the full solution
[17]. Nye at al [38] recommend that ill-defined domains are
split into well- and ill-defined parts, such that the well-defined
parts can be handled by a tool.

Recent advances in generative Al lead many to reconsider
how we will teach programming in the future and also how
we will assess students’ programming skills [39]. Experiments
with GPT-3.5 showed that it often failed to provide accurate
feedback on programming assignments, even on relatively small
exercises [40]. GPT-4 improved these results, and on small
exercises its generated feedback can lead students to better
results than human-written feedback [41], but still provides
incomplete or incorrect feedback in almost half of the cases [42].
Even when these models improve and are able to give more
accurate feedback, the lack of transparency in their workings
will remain an issue when using them directly in the assessment
process.

Overall, we see that although there are many tools for
automated assessment of small, closed programming exercises,



Role

Teaching staff: coordinators
Teaching staff: configurators
Teaching staff: tutors in detail
Teaching staff: tutors in overview
Students

Examination board
Programme management
Educational support
Developer/maintainers
System administrators

#Participants

SCOPRLO— WAL

Table I: Number of participants per type of stakeholder. Note
that many participants represented more than one stakeholder.

there is limited work on open-ended assignments. This brings us
back to the question we answer in this paper: what requirements
do stakeholders have for a tool that supports the assessment
of open-ended programming assignments?

III. INTERVIEWS SETUP

To answer this question, we held interviews with stakeholders
of our intended tool'. We had three goals with these interviews,
namely to identify our list of stakeholders, to identify their
goals and applications for the tool, and to identify requirements
related to those goals and applications.

We selected participants based on their role and involvement
with open-ended assignments at our university. We started
with teaching staff and iteratively determined stakeholders by
asking each participant who else would be relevant to talk
to. In total, we invited 19 stakeholders to an interview, 12 of
whom agreed and participated in the study. Many participants
represented multiple stakeholders based on their different roles,
for example teaching assistants who are themselves students in
other courses and teachers who would interact with the tool in
different roles. The distribution of participants over different
roles is shown in tbl. I. These roles correspond to our types
of stakeholders, which we will describe in sec. IV.

Not all stakeholders were represented in the interviews.
We based the concerns of these stakeholders on their role
description, general concerns and how those could relate to the
project. The programme management’s concerns were brought
in by one of the authors, who is a programme director. The
concerns of developers/maintainers were based on another
author’s previous experience in developing a tool with similar
goals. As we will be focussing on a prototype first, we decided
to not investigate the concerns of system administrators further
either, as those would likely be at the edge of our system and
not important in the scope of a prototype.

In the interviews, we asked participants about their use
cases for an automated assessment tool and their concerns
related to those use cases. We started each interview with an
introduction, briefing and handling informed consent. After this
introduction, we asked questions about what the participant
would like an automated assessment tool to do or not do from

IThese interviews were conducted according to the outlined procedure with
approval from the Ethics Committee Computer & Information Science of the
University of Twente. This is known to them as request RP 2022-178.

their different perspectives (e.g. as a teaching assistant or as
a student). Their concerns were summarised and noted down
during the interview. After discussing the concerns from each
perspective, the participants were asked to review the concerns
that were recorded in the document and make any corrections
or clarifications. The interview concluded with a debriefing
about the next steps and how their responses would be used.

The results of these interviews were lists of concerns for
each stakeholder.? Given that we created this artefact during
each interview, we decided not to record the interviews. To
determine the requirements for our tool, we combined all
similar concerns across our stakeholders and noted the number
of participants that voiced a certain concern to serve as a weak
indicator of importance. One examination board member noted,
for example, that the tool “should not be 100% automatic”
and a coordinator expressed their concern that the “teacher
gets final say in the grade,” which we both included in the
requirement that the tool “does not give an (automatic) grade.”
Next, we distinguished functional requirements and quality
requirements, resulting in a final list of requirements, which
we describe in sec. IV. From the functional requirements we
distilled a set of use cases, which serve as a categorisation to
better get an overview of the requirements and at the same
time justifies their applicability to the tool.

Though not the focus of this study, we did create a design
and prototype based on that design to test the feasibility of
implementing our requirements. To evaluate our design, we
used a scenario-based method [43], [44] to evaluate whether
the design supports different usage scenarios, which we derived
from the use cases mentioned before. We also performed a
small-scale evaluation of our prototype with the assessment
criteria and student submissions of two programming projects.

IV. RESULTS

From our initial list of stakeholders and the recommendations
from our interview participants, we found the following ten
stakeholders for our project:

o Teaching staff, both teachers and teaching assistants. They

have different relations to the tool depending on their role
in a course: coordinators may choose to use the tool in a
course, configurators set the tool up with the appropriate
assessment configuration, tufors in detail give feedback
to students on an individual level or grade a single
submission, and tutors in overview want to incorporate
generic feedback in plenary teaching.

o Students have an interest in receiving feedback on their

work.

o The examination board is responsible for the quality of

assessment and grading.

o Programme management is responsible for the study

programme as a whole and the quality of content.

o Educational support helps educators in the organisation

of their teaching, including choosing the tools they may
want to use.

2The templates used to gather concerns are available in the companion
package at https://doi.org/10.5281/zenodo.14627201.
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o Developers and maintainers are, of course, responsible
for building the tool and adapting it to a changing
environment.

« System administrators are responsible for deploying the
tool and keeping it running and up-to-date.

We gathered the concerns for all of these, except for system
administrators, and determined their use cases and associated
requirements from those. In the following sections we describe
the requirements as related to their use cases. The full list is
available online?. In the next sections, we refer back to the
requirements in this list with their identifiers in parentheses
after the relevant discussion. Identifiers starting with F indicate
a functional requirement, identifiers starting with Q a quality
requirement.

A. Requirements for individual assessment

We started the interview process with two use cases in
mind for our tool: providing individual feedback to students
(formative assessment) and grading a project (summative
assessment). Note that these are both use cases for teaching
staff, be it lecturers or teaching assistants, because we only

focus on the first part of feedback: assessing the current state.

Giving actionable feedback also requires identifying what needs
to be improved and providing suggestions on how to achieve
that, which we trust the teaching staff to do.

When it comes to these use cases, the three requirements
that were mentioned most often were that the tool should not
give an (automatic) grade (F12), that the tool should give a
quick and clear overview of the assessment (F3) and that the
tool should show a student’s progress over time (F5). These
were all mentioned by tutors in detail, with the first one also
supported by coordinators and the examination board. Based
on the interviews, we split the use case of grading a project
into two subtly different use cases: grading a project in a
grading session and grading a project during an oral exam. For
the first one, tutors indicated an interest in reviewing projects
“horizontally”, i.e. working through projects per criterion, rather
than reviewing all criteria project by project (F13). For the
latter use case, this is not helpful, but tutors did mention their
interest in a student’s progress over time (F5).

Related to giving an overview, tutors in detail also mentioned
wanting to get suggestions for interesting code snippets to look
into (F1), see code snippets as evidence for an assessment (F6)
and get more context and details for those snippets (F26). They
would also like to see similar problems and repetitions of the
same problem grouped together (F2) and have the option to
ignore all similar mistakes (F4). Additionally, the tool should
help them understand and navigate the program (F23).

When providing individual feedback, tutors mentioned they
would like to share feedback from the tool with students (F10),
extending or modifying it to make it more constructive (F8).
The standard messages from the tool should use objective
language for objective observations (F24). Coordinators and

3The full list of requirements is available in the companion package at
https://doi.org/10.5281/zenodo.14627201.

the examination board also expressed an interest in teachers
being able to make their own assessment (F11). Tutors also
mentioned the tool should never share feedback with students
automatically (F9). One student had a similar concern, wanting
all feedback to be checked by a teacher or teaching assistant
before it was shown to them (F59).

B. Requirements of students

Of course, students also have two use cases for the system:
receiving feedback and getting a grade. While the latter is likely
best served through an integration with existing platforms that
students already interact with (F28), both students and tutors
in detail indicated they would like the tool to help students
understand feedback, for example by linking to explanations of
terminology (F22). Additionally, students indicated they would
like to see their own progress over time (F5), receive clear
(F68) and constructive (Q18) feedback, also on things that are
going well (F67). They would also like the assessment process
to be understandable (Q16) and see a marked rubric, especially
when a project is graded summatively (F70). One coordinator
agrees, noting that the tool should be able to explain the
given assessment on demand (F27). In the context of formative
feedback, students would like to see which tutor has shared
feedback with them (F69).

C. Requirements for aggregate assessment and evaluation

Besides individual assessments, teachers also indicated an
interest in providing more general feedback to the whole cohort
during plenary sessions and giving help to groups of students
with similar needs. For the first use case, tutors in overview
indicated they would like to see what criteria or ILOs are
commonly met or not met (F25) and see the progress of the
cohort as a whole during the course (F14). For the second use
case, one tutor in overview mentioned they would like to see
clusters of students who make similar mistakes (F15). One
coordinator noted that the information shown should not be
overwhelming when there are 300 projects submitted (QS).

An additional use case that came up was to evaluate a course,
of interest to teaching staff, but also to programme management
and educational support. A part of this is analysing the
outcomes, which is also relevant to the use cases on providing
feedback to groups of students. Tutors in overview indicated
they would like to see clusters of mistakes that happen together
(F16), see code samples (F17) and normalised patterns (F18)
for common mistakes in a group and compare metrics (F19).
The horizontal review mentioned for the grading process (F13)
could also be part of this outcome analysis. Comparing the
outcomes of different groups based on meta-information, like
gender or prior knowledge, (F20) and comparing the outcomes
with previous editions of a course (F21) were also mentioned
as part of the evaluation use case. One tutor in overview
mentioned they would like to see a dashboard or report with
this evaluation at the end of the course (F57). Additionally,
the examination board and educational support indicated an
interest in using the tool to evaluate the constructive alignment
between ILOs and assessment criteria (F58).
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D. Requirements for configuration

To support all these use cases, the tool needs to be configured
by teaching staff. This is not a use case per se, but it is necessary
to enable the other use cases. The two most-mentioned
requirements in this category were that the configurators would
like to have a community or platform in which they can share
ILOs, criteria and rules (F49) and that the tool gives support
while configuring ILOs, criteria and rules, for example with
documentation, examples and a live assessment of an example
project (F54). To further support configuration the tool should
give suggestions for rules (F43) and discover patterns that can
be matched with criteria (F53).

Regarding ILOs and constructive alignment between ILOs
and criteria, the tool can support configurators by giving
guidance in formulating the ILOs (F32), linking criteria to
one or more ILOs (F51) (but also allow criteria that do not
link to an ILO (F50)) and getting feedback on the ILOs (F55)
and the link between ILOs and criteria (F56). To keep the
assessment configuration organised, the tool should support
grouping criteria together (F44) and support configuring the
importance of different criteria (F52). Within the configuration
UI, options should be sensibly grouped together (Q4) and
unused options should be hidden (Q5).

Many other requirements mentioned different aspects of
a program that the tool should support assessment of, like
code patterns and design patterns (F38), comments and code
file headers (F42), variable naming conventions (F33), use
of constructs like if-statements (F34), metrics from static
analysis like length of a method (F35), code style consistency
(F36), metrics from dynamic analysis like test coverage or
execution time (F37), code smells (F39), code quality (F40) and
unused code (F41). Besides this flexibility in supported criteria,
configurators were also interested in flexibility regarding the
course structure, like changing the focus to different ILOs
during consecutive parts of a course (F45) and only seeing
those ILOs and criteria that are relevant at that point in the
course (F46). Across courses, a configurator noted they would
like to copy relevant parts from previous course editions (F48),
separate parts of criteria that change every edition from ones
that stay the same (F29) and for the tool to support assessment
of overarching ILOs that come back in many courses (F7).

Coordinators also had concerns about the configuration, like
the tool not imposing restrictions on the types of exercises
given (F31), working with exercises where students have to
improve a given piece of code (F47) and the tool being able to
assess non-functional aspects (F30). They would also like to
easily import and export rubrics (Q7) and they think the tool
should provide basic functionality with minimal configuration
(Q6) to quickly get started. Of course the tool should fit in
the context of the course (F60) and support the programming
language used in the course (F61). The examination board also
noted that criteria are not always binary, and the tool should
support those criteria too (F62).

The flexibility that is required here also leads to two
requirements from the developer’s side: adding support for

new programming languages (Q1) as well as new metrics or
types of patterns or rules (Q2) should be easy to achieve.

E. Requirements for interoperability

The second most mentioned requirement, after not automat-
ically giving a grade, was that our tool should integrate with
existing platforms (F28). Coordinators as well as tutors in
detail mentioned that they would like the tool to integrate in
systems they already use, like the Canvas learning management
system (LMS) or GitHub. One coordinator added that these
integrations should be seamless and built with attention to
details (Q3).

F. General requirements

Our stakeholders also expressed some concerns about the
functioning of the tool in general. Two important ones to note
concern reliability and validity: in summative contexts, the
assessment should be highly reliable and valid (Q9), while
in formative contexts, the reliability and validity should be
high enough to serve as useful discussion starter (Q10). Other
stakeholders expressed that the assessment should be reliable
enough to be trusted (Q14) and in general reliable, valid and
transparent (Q15).

Besides the assessment, the tool itself should also work and
“not spew error messages” (Q11), have fast and easy interactions
and quick navigation (Q17) and be easy, simple and intuitive to
use, especially on the first interaction (Q13). One coordinator
also expressed a desire to tweak every little setting to fully
customise the tool to their preferences (Q12).

G. Requirements out of scope

Not all requirements voiced by our participants could be
connected to a use case for our tool, so we deemed four
requirements to be out of scope for this project. Coordinators,
tutors in detail and the examination board requested that the
tool includes or works with a plagiarism checker (F63), but
we consider this to fall out of scope, because our tool was
already requested to integrate with other platforms—cf. (F28).
These often already come with tools for plagiarism checking,
integrated or built in directly. The examination board also
requested that the tool helps in the inspection of borderline
cases when it comes to grades (F64). This is also out of
scope, however, because our tool does not perform automatic
grading and thus has no ability to highlight borderline cases
automatically. Finally, a tutor in overview noted they would like
the tool to analyse the consistency between different assessors
overall (F65) or on a single project (F66), but this would require
comparing manually entered assessments, which is beyond the
scope of the project.

V. DISCUSSION AND CONCLUSION

Looking at the results, we recognise two major themes
coming back in many requirements: our tool should be
supporting and flexible. It should be flexible, because it should
support every criterion that could be assessed by looking at code
and every such criterion in a course should be configurable



in the tool. It should integrate with LMSs and other tools
and be extensible to support multiple programming languages.
It should be supporting, because it should help teachers
assess projects by highlighting the code that is relevant to
certain assessment criteria, rather than performing automatic
grading by itself. The tool should also leverage previous
submissions to support teachers during the configuration phase
with suggestions and immediate feedback.

A. Limitations

As always when doing interviews, there is a risk of
misinterpretation. In our case, we need to interpret what our
participants have said and ultimately translate it into our list
of requirements. We mitigated this risk by taking notes and
repeating back what was written, guiding our participants into
formulating concerns directly. Our participants were able to
review their documented list of concerns and make corrections
if there were any misunderstandings during the interview. By
doing the first step of analysis with the participant present, we
could ensure that there was no loss of meaning or confusion
introduced by this step.

Another limitation stems from our pool of participants: the
sample is small and all of them had experience working at
a single institution. This means that we were limited in the
diversity of perspectives we were able to get. On one hand, this
is a good feature, since this is the primary environment we are
designing for. On the other hand, focusing on the university with
a learning-by-doing vision [45] and a history of large integrated
study units with integrating projects [46], can be a source of
certain biases. We were able to mitigate some aspects of this
by generalising requirements that were formulated in terms of
our environment—for example, by generalising concerns about
integrating with our LMS to integrating with LMSs in general.

In the process of conducting our interviews, we have discov-
ered two more issues. First, we used the classic CSAT/DSAT
method of measuring customer satisfaction, by asking partic-
ipants to prioritise their concerns with scoring how satisfied
they would be if the tool addressed their concern, and how
dissatisfied they would be if it did not. During the interviews
we noticed our participants were confused about this system.
Some participants seemed to interpret high scores as high
dissatisfaction while others interpreted low scores as being
highly dissatisfied. Clarification during the interviews did not
help and only led to internally inconsistent results. This means
that these scores were not usable and had to be discarded. In
the end we only used the number of participants who voiced
a concern as a weak indicator of priority.

Second, we noticed that some participants had difficulty
separating their different roles, despite repeated guidance in
the formulation of our questions. This means that a concern
like “the tool supports Python and GitHub” was recorded as a
concern for a tutor in detail even though it is not their decision
to use the tool in a course or not. This could have been an
issue if we had to prioritise concerns with the power-interest
classification of stakeholders who voiced those concerns, but

we did not find any conflicting concerns in the process of
translating them to requirements, so this was not necessary.

B. Practical evaluation and future work

As noted in sec. III, we have created a design and developed
a prototype to test the feasibility of implementing these
requirements. Since the main themes of support and flexibility
are mainly concerned with the main features of the assessment
process and the types of criteria it supports, we decided to
focus on the core assessment pipeline. In a scenario-based
evaluation, we found that our design is able to support all
use cases and fulfils many requirements. Out of the 89 total
requirements, our design did not explicitly address ten, four of
which we already classified as out of scope. The other six were
mentioned only by a single stakeholder during the interviews.

Of these six, only two requirements about supporting rubrics
(F70, Q7) are clearly not met, because we focus on providing
feedback rather than calculating grades. It is therefore more
important to get feedback on each specific criterion, rather than
seeing what score you would receive according to a rubric.
The other four are not explicitly addressed, but there are no
design choices that prevent these from being addressed. We,
for example, did not explicitly address the option to separate
criteria that change between editions from criteria that stay
the same (F29), but users can achieve this using the standard
categorisation features for criteria.

Finally, we built a prototype of the core of our design, to test
the feasibility in practice. We configured the prototype with
the ILOs and assessment criteria of our two case study projects
and compared the resulting automated assessments of student
projects with the corresponding manual assessments. While
we were able to implement the prototype without issues, the
tool was not yet at the level where we want it to be regarding
flexibility and support. There were still some criteria that did
not fit in the model that our design proposed, even though
they were (partly) automatically assessable in principle, so the
model was not quite flexible enough. The features that should
support teachers in the configuration phase were not helpful in
practice. The configuration process is still a major area where
improvements can be made, to actually support teachers in
using the tool.

C. Summary of findings

In our efforts to build an automated assessment tool that
supports teachers in the assessment of open-ended programming
assignments, we conducted interviews with teaching staff and
other relevant stakeholders to identify their goals, applications
and related requirements for such a tool, and reported on
them qualitatively. Two major themes emerge from these
requirements, regarding flexibility (being able to assess a
wide variety of criteria, integrating with other platforms
and tools and being extensible to multiple programming
languages) and its supporting role (by aiding teaching staff
in the assessment process, rather than fully automating, but
also guiding them in the configuration of the tool). To some



extent this contradicts the existing trend in highly specialised
nanotutors and autograders.

It remains an open question how to fully address all these
requirements in a reliable tool. We were able to address most of
the most prominent ones in our design. However, the prototype
of the core of it revealed challenges in both flexibility and
support. In its current state, the prototype does not yet support

the

entire spectrum of widely varying assessment criteria

used in practice, nor does it advise the teachers in its own
configuration. More work will follow to address these issues.
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